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Noticia general ] ) ] ) )
"La IA llevard a un cambio cuyo orden de magnitud puede igualar o superar la Revolucién Industrial”

LINA CASTANEDA

na serie de investiga-

cionesen el dreade in-

teligencia artificial

(IA), buscando abor-
dar temas como los desafios de la
colusién algoritmica y la gober-
nanza corporativa; cémo regu-
lar la privacidad de los datos o
evitar el sesgo en la seleccion de
personal en las empresas, son
parte de los temas que durante
dos afios contempla realizar Ni-
colds Figueroa Gonzdlez, profe-
sor titular del Instituto de Eco-
nomia de la Universidad Catdli-
ca, quien lidera la Cdtedra de
Economfa e IA creada por dicha
institucién.

Se trata de un fondo dedicado
a la investigacién cuyo donante
es el exministro de Hacienda Fe-
lipe Larrain Bascufidn, en me-
moria de sus padres.

Ingeniero civil matematico por
la U. de Chile y doctor en Econo-
mia por la Universidad de Min-
nesota, Figueroa se ha especiali-
zado en teoria de juegos, disefio
de mecanismos, disefio de mer-
cados y organizacién industrial.

Habla con “El Mercurio” via
telemdtica desde Parfs.

—Si los algoritmos se basan en
una seleccién previa de los da-
tos, ;por qué no son responsa-
bles quienes los seleccionaron?
“Esto no es ciencia ficcién. En la
vida cotidiana ya existen decisio-
nes tomadas por un algoritmo y
no por personas. Por ejemplo, los
precios online de los supermerca-
dos o de las grandes tiendas o el
caso de Amazon. Quizds una de
las primeras cosas que nos tiene
preocupados ahora es que las em-
presas pueden comprar o contra-
tar un algoritmo dando una ins-
truccion tratando de maximizar
las ganancias, lo cual es completa-
mente legitimo, y al mismo tiem-
Po instruir para no comunicarse
con ningtin otro algoritmo. Pero
pueden terminar poniendo pre-
cios iguales a los de otra empresa.
Si las instrucciones las dieran sus
jefes, esto estd tipificado en la ley
sobre libre competencia, son accio-
nes que pueden ser sancionadas
cuando las toman las personas”.

“Las empresa

no pueden meramente
comprar un

software de TA”

Una pregunta muy importan-
te, dice Figueroa, es qué pasard
cuando las empresas, usando
esos algoritmos sin instruccion
de unajefatura, terminen dafian-
do la libre competencia. La inte-
rrogante “ain no estd respondi-
da en la Unién Europea y tam-
poco en EE.UU.".

—¢Hay un rol implicito en la go-
bernanza de las empresas?
“Es un desaffo muy importan-

NICOLAS FIGUEROA, PROFESOR TITULAR DEL INSTITUTO DE ECONOMIA UC:

“La IA llevard a un cambio cuyo
orden de magnitud puede igualar o
superar la Revolucion Industrial”

La inteligencia artificial (IA) altera profundamente la productividad y exige

que la politica publica supere los esléganes y aborde los retos reales. El pais

debe formar capital humano capaz de navegar una realidad en permanente

evolucién, dice el académico.

Nicolas Figueroa sostiene que la inteligencia artificial va a cambiar la producti
organizar las empresas e incluso la manera que tenemos de organizarnos como sociedad.

dad de las personas, la manera de

m “Desde el colegio a la universidad, todo va
a tener que reinventarse”

INSTITUTO DE ECONOMIA UC

m El atropello de un gato

—¢Cuan necesaria sera la adaptacion de la justicia y de la
salud?

"Voy a poner un caso que se dio en San Francisco, EE.UU. en que
un auto que se conduce solo, atropellé y matd un gato. ¢Quién se
hace responsable? Es un tema que excede mis competencias como
economista. Podria suponerse que los autos que se manejan solos
matan un gato por cada 1 hillén de gatos y las personas que condu-
cen autos matan a 10 gatos por cada 1 billon. El tema se esta estu-
diando, pero no es de mi area. Otro caso es la prisién preventiva que
determinan los juzgados de garantia y que hoy es una decisién de los
jueces, pero los jueces de garantia también se equivocan y hay miles
de otros ejemplos con equivocaciones de uno y otro lado, también en
las cirugias en el caso de la salud. La pregunta es como disefiar
algoritmos que se equivoquen menos, a los cuales también poner
una restriccién para que no sean sesgados. No crucificamos a al-
guien porque se equivocd una vez, el tema es qué hacemos con los
algoritmos, épasar multas o comprar un seguro para las veces que
se equivogquen?

—¢Como evitar que una persona presente una denuncia
contundente usando solo la descripcion que hace la IA.,
aunque el hecho denunciado sea falso?

“En esto hay como una especie de ‘carrera armamentista’. Cuando
uno mira las postulaciones a proyectos de investigacién cientifica, se
han multiplicado por cinco con el uso de la TA. Pongamos el caso de
proyectos que ingresan al sistema de evaluacion ambiental. Una
persona que acostumbraba enviar grandes proyectos, entregaba un
informe de 300 paginas rellenadas con gréficos, tablas y antecedentes
que hacian dificil analizarlos y de alguna manera buscaba ‘pasar algu-
nos goles'. Ahora le puede pedir a ChatGPT que haga un informe
parecido con 900 paginas. La persona al otro lado en la revision le
puede pedir a la TA que resuma el documento en 90 péginas y asi
empieza una guerra de algoritmos, un uso improductivo de la IA. Con
el ChatGPT hay una capacidad de producir textos que no dicen nada
pero que aparentemente son coherentes y eso puede pasar con las
demandas judiciales, con los proyectos de investigacion, con los escri-
tos para el sistema de evaluacion ambiental, llenando de basura que es
dificil de procesar, de la cual hay que deshacerse de alguna manera.

Esto tiene mucho que ver con la teoria de juegos, el otro sabe
que yo soy inteligente y como también él es inteligente, trata de
aprovecharse de las cosas que yo estoy haciendo, ocupa las mis-
mas herramientas. Es una ‘carrera armamentista’ que Chile en-
frenta en distintas areas, en el derecho, el sector financiero, el
narcotrafico. El punto es que el gobierno también tiene que ocu-
par esta herramienta y en esto hay una batalla, no hay soluciones
faciles. El pais debe formar capital humano capaz de navegar una
realidad en permanente evolucién”.

“ Esto no es ciencia
ficcion, en la vida
cotidiana ya existen
decisiones tomadas por un
algoritmo y no por

—¢Ve mas o menos ventajas en la educacion por el uso de la

vente algunos problemas para practicar. Entonces es una herramienta

personas. Por ejemplo, los
precios online de los

IA?
“En la educacion presenta muchos dilemas, pero obviamente no se

te, porque las empresas no pue-
den meramente comprar un sof-

que potencialmente aumenta mucho la productividad. La IA democra-
tiza, permite aprender cosas nuevas que a lo mejor en el pais nadie

tware de TA, pasarle unos para- puede tapar el sol con un dedo. Cuando a un alumno no le quedaba sabe, porque provienen de otros paises”. supermercados"
metros y dejar que sencillamen- claro lo que explicd su profesor, tenia que esperar una semana para la "La pregunta es cémo vamos a adaptar las instituciones de educa- :

te opere. La gobernanza va a siguiente clase, levantar la mano y preguntarle al profesor. Sieramuy  cion a la IA. Creo que nos va a tomar un buen tiempo el como utilizar la

tener que incluir un monitoreo timido o el profesor muy pesado, entonces igual perdia la explicacién. parte buena de una muleta que permite caminar mas rapido y no ter- “ ,

del comportamiento de la inteli- Hoy dia puede resolver sus dudas consultando a ChatGPT que se lo mine invalidando el que podamos caminar. Desde el colegio a la univer- Un pais que se
gencia artificial, realizar hacia aclara. Si tiene que estudiar para una prueba, puede pedir que le in- sidad, todo va a tener que reinventarse”. quedéﬁzem dela

adentro una especie de cross
check”.

“En el dmbito periodistico,
podemos imaginar el caso de
unaempresa que genera noticias
y utiliza la IA. Al final del dfa es
la empresa la responsable y lo
hace de la mejor manera posible.
Pero, jen qué medida cambia la
gobernanza para hacerse cargo
de que la IA no esté entregando
contenido sesgado, por ejemplo,
contra una minorfa?”.

—¢Qué ocurre con las empresas
que ya ocupan IA al fijar precios
y recomendar?

“La IA ha subido de nivel de
distintas maneras. Netflix utili-
za algoritmos para saber qué pe-
liculas recomendar y Amazon lo
mismo en el caso de los libros.
Esta es una pregunta abierta pa-
ra la investigacién. jHasta qué
punto regular o sobrerregular?,
porque eso puede terminar sien-

do pernicioso”.

“Subirse limitando los
efectos perniciosos”

“En general”, agrega el inves-
tigador, “la percepcién en econo-
miaes que laIA llevard a un cam-
bio cuyo orden de magnitud po-
tencialmente puede igualar o su-
perar lo que fue la Revolucién
Industrial. Va a cambiar la pro-
ductividad de las personas, la
manera de organizar las empre-
sas e incluso la manera que tene-
mos de organizarnos como socie-
dad. Un pafs que se quedo fuera
de la Revolucién Industrial al
considerarla perniciosa por su
impacto para los trabajadores se
quedo fuera del mundo. Lo mis-
mo pasa ahora con la apuesta por
laIA. El tema es subirse limitan-

do los efectos perniciosos, ese es
el tema a investigar”.

—¢Qué indaga respecto a la pri-
vacidad de los datos si persisten-
temente son pasados a llevar?
“Lasituacion es que un cliente
envia su e-mail para recibir men-
sajes de una empresa que le pro-
vee de servicios, la cual termina
empaquetando la historia de to-
dos esos datos, los vende a otra
empresa que a su vez los vuelve
a vender y las transacciones de
datos contintian. Esto permite a
las companias extraer mucha
renta. La Comunidad Europea
ha regulado fuertemente el uso
de los datos personales que el
consumidor entrega a una em-
presa proveedora de servicios”.
“A estas alturas hay mucho
mds consenso en que hay quere-

gular fuertemente, y que tiene
que haber un nivel en el cual se
puedan anonimizar los datos.
No es solo en el &mbito econé-
mico, también en
el mercado labo-
ral. Por ejemplo,
una empresa abre
la contratacién de
personal y recibe
500 curriculums
que no puede
procesar. Enton-
ces, contrata un
servicio para que
seleccione a cinco
personas y eso lo hace en 10 se-
gundos. El punto es que hay un
montén de datos que se comuni-
can a través del curriculum con
los cuales la IA puede decir con
una probabilidad de 95% de qué
regién proviene el postulante; si

REGULACION
Una fuerte regulacién
ha implementado la
Comunidad Europea por
el uso de los datos
personales que el
consumidor entrega a
una firma de servicios.

es hombre o mujer; el colegio
donde estudid, las caracteristi-
cas etarias, etc. Deduce estos an-
tecedentes, incluso, sin que la
persona los haya
entregado, senci-
llamente porque
tiene una base de
datos enorme
donde puede
consultar curri-
culums pareci-
dos. La privaci-
dad de los datos
es crucial para
proteger ala gen-
te de sesgos algoritmicos; por
ejemplo, evitar que a la hora de
contratar para un puesto de in-
geniero, prefiera un hombre y
no una mujer, o favorecer mds a
la gente del sur o del norte o del
centro del pafs”.

Revolucion Industrial al
considerarla perniciosa
por su impacto para los
trabajadores se quedo
fuera del mundo. Lo
mismo pasa ahora con la
apuesta por la IA”.

“ La privacidad de
los datos es crucial para
proteger a la gente de
sesgos algoritmicos; por
ejemplo, evitar que a la
hora de contratar para un
puesto de ingeniero
prefiera un hombre y no
una mujer”.
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