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Un equipo internacional de
cientificoscomprobé que lainteli-
gencia artificial (IA) sigue come-
tiendo errores a la hora de respon
der preguntas que requieren razo-
namiento conceptual y no meras
busquedaseninternet, loque reve-
laqueatnnoigualael pensamien-
to humano en tareas académicas
complejas,

Segun detalld la Universidad de
Granada (UGR), de Espana, la in-
vestigacidn nacié con el objetivo
de determinarsi los actuales gran-
desmodelosde lenguaje (LLM) po-
seenunaampliay verdadera capa-
cidad de resolucion creativa o si,
porelcontrario, su funcionamien-
to se limita a una sofisticada ges-
tién de los datos que esos modelos
rescatan de la nube.
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Paraello, Ja comunidad cientifi
cadisend unabaterfade preguntas
de alta complejidad técnica y con-
ceptual como parte de su investi-
gacion, llamada ‘Ultimo Examen
dela Humanidad'),publicadaenla
revista Nature.

Asi, un equipo formado por
1.100 cientificos de todos los am-
bitos dela cienciay las humanida-
des -entre los que se encuentra la
espanola Maria Cruz Boscd, de la
UGR- sometio a la IA a un “gran
examen” para valorar suréplica a

preguntas de respuesta inequivo
cayverificable peroque requieren
mdsque una bisqueda eninternet.
Cada pregunta tiene una solu-
cionconocidaque esinequivocay
verificable, pero que no puede res-
ponderse rapida y fdcilmente me-
diante una busqueda en internet.
Comodetallaelarticulo‘Unaba
se de referencia de preguntas aca-
démicasde nivelexperto para eva-
luar las capacidades de la 1A, el re-
sultado es que, a dia de hoy, inclu
so los modelos mds avanzados de

1A tropiezan con conceptoscienti
ficos profundos y heredan errores
de losmanualescldsicos, loque po-
nede relieve una marcada diferen-
cia entre las capacidades actuales
delosLLMy lasde losexpertoshu-
manosen lasdiferentes preguntas
académicas planteadas, referentes
adiversos campos cientificos.
Segin explicé la profesora
Boscd, que puso a prueba los Ii-
mitesdel razonamiento artificial
enel dmbitode lafisicacudntica,
su investigacidn comprobd que

las inteligencias artificiales no
lograron elegir las respuestasco-
rrectas cuando tenfan que reali-
zar una profunda comprension
conceptual.

En una de las cuestiones, rela-
cionada con la paradoja Einstein-
Podolsky-Rosen, la mdquina fallé
debido a un sesgo interpretativo
cldsico, asumiendo una realidad
objetiva en la medicién que con-
tradice los principios cuanticos.

En otro caso, relativoal experi
mentoStern-Gerlach, 1alA repro-

dujo un error factual que se repi

te en nuMerosos manuales cien-
tificos, demostrando que estos sis-
temas pueden perpetuar equive-
caciones bibliograficassinose les
entrena para discemnir la respues-
tacorrecta.

No obstante, la doctora Boscd
subrayo que los sistemas actuales
de LLM mdsavanzados trascendie-
ron ya la mera bisqueda de infor-
macion para comenzar a realizar
anilisis reflexivos complejos a par
tirde los datos disponibles.
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