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Titulo: Ramén Lépez de Mantaras: “Hay gente que usa la IA como si fuera su médico de cabecera. Esta imprudencia me sorprende”

amon Lépez de Mantaras lleva

mids de medio siglo investigan-

do inteligencia artificial, desde
mucho antes de que el concepto se
volviera parte de la conversacion coti-
diana. Profesor emérito del Consejo
Superior de Investigaciones Cientifi-
cas (CSIC) espafiol y fundador del Ins-
tituto de Investigacion en Inteligencia
Artificial (ITIA) de Barcelona, ha sido
testigo directo de los ciclos de entu-
siasmo, estancamiento y resurgimien-
to de esta tecnologia. Esa perspectiva
de largo plazo es la que marca su mira-
da critica sobre el momento actual,
justo cuando laIA generativa se ha ins-
talado en la vida diaria de millones de
personas.

“Mis que el avance tecnoldgico en
si mismo, lo que puede ser mas sor-
prendente es el enorme hype, esta mo-
da exagerada de la inteligencia artifi-
cial”, afirma. Hasta hace pocos afios,
recuerda, la IA operaba de forma casi
invisible para los usuarios. Estaba en
buscadores o sistemas de reco-
mendaci6n, pero no se perci-
bia como algo cercano.
“Con la irrupcién de los
grandes modelos de len-
guaje, como ChatGPT, es-
to ha llegado ahora muy
directamente a las casas
de cada uno”, explica.

Desde el punto de vista
técnico, Lopez de Mantaras re-
conoce que los resultados logrados
por estos sistemas son llamativos, pe-
ro insiste en que la fascinacién publica
ha ido mucho mas répido que la com-
prensién real de cémo funcionan. “Se
basan en algo relativamente simple:
predecir cual es la siguiente palabra o
el siguiente pixel. No comprenden de
verdad el lenguaje en el sentido en que
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lo comprendemos nosotros”, senala.

Esa distancia entre capacidades
reales y expectativas ha generado, a su
juicio, un fenémeno preocupante: la
antropomorfizacién de la tecnologia.
“Cémo tantisima gente se ha quedado
fascinada, cémo se proyecta en estos
sistemas la idea de que son realmente
inteligentes, que tienen emociones,
sentimientos y que saben de todo”, di-
ce. Una tendencia que, advierte, pue-
de terminar “a costa de deshumani-
Zarnos a nosotros mismos”.

El investigador confiesa que le sor-
prende el uso de estas herramientas
en dmbitos sensibles. “Hay gente que
los utiliza como psicoterapeutas, co-
mo médicos, que les entrega resulta-
dos de analisis esperando que el siste-
ma les diga qué tienen, como si fuera
su médico de cabecera. Esta impru-
dencia me sorprende”, afirma.

En su presentacion de hoy en Con-
greso Futuro 2026, Lopez de Mantaras
abordara uno de los aspectos que con-
sidera mds invisibilizados del debate:
el trabajo humano que sostiene alain-
teligencia artificial. Citando estima-
ciones del Banco Mundial, sefiala que
entre 250 y 400 millones de personas,
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Critico de las exageraciones en torno a esta tecnologia, lamenta la forma en que ha
entrado en la vida cotidiana. Espera que pronto la humanidad reconozca “"que fuimos
imprudentes al desplegar estos sistemas sin estudiar bien sus repercusiones”. FERNANDA GuAJARDOS.

principalmente en pafses del hemis-
ferio sur, trabajan corrigiendo erro-
res, refinando respuestas y entrenan-
do modelos en condiciones extrema-
damente precarias. “Son personas
que trabajan de manera invisible y en
condiciones terribles. Son las que po-
sibilitan que creamos que estos siste-
mas son tan inteligentes”, sostiene.

Esa realidad, agrega, también des-
monta la idea de una inteligencia
completamente auténoma. “No son
tan artificiales, porque hay centena-
res de millones de humanos afinan-
do y mejorando manualmente estos
sistemas”, explica.

Para Lépez de Méntaras, la respon-
sabilidad frente a los errores de la IA
es clara. “La responsabilidad siempre
es de humanos, nunca delainteligen-
cia artificial. No es un agente moral,
es software”, afirma. Y apunta direc-
tamente a las grandes tecnoldgicas:
“El responsable ultimo es el CEO. Se
cometié un error enorme al desplegar
ChatGPT sin antes haber hecho prue-
bas serias de validacion, correccién
de sesgos y evaluacion de riesgos”.

Mis alla de los fallos técnicos o re-
gulatorios, el cientifico advierte por

un impacto més profundo: la pérdida
gradual de habilidades humanas ba-
sicas. “Es absolutamente ridiculo e
innecesario pedirle a ChatGPT que te
escriba un correo de tres lineas”, di-
ce. “Escribir es pensar. Cuando deja-
mos de hacerlo, perdemos una gim-
nasia mental fundamental”.

Lo mismo ocurre, plantea, con la lec-
tura reemplazada por restimenes auto-
madticos. “;Alguien puede creer seria-
mente que leer un resumen de diez pa-
ginas es lo mismo que leer un libro de
300? Todo eso se pierde”, afirma.

A este escenario se suma otro ries-
go estructural: entrenar nuevos mo-
delos con contenidos generados por
la propia IA. “Esto puede llevar a un
colapso del sistema. Garbage in, gar-
bage out. Si metes basura, obtienes
basura”, advierte. Seguin explica, el
aumento exponencial de recursos ya
no se traduce en mejoras equivalen-
tes, lo que sugiere que estos modelos
podrian estar alcanzando un limite.

Cuando se le pregunta cémo le
gustaria que se evaluara esta etapa
dentro de 20 afos, su respuesta es di-
recta: “Me gustarfa que dijéramos
que nos equivocamos. Que fuimos
imprudentes al desplegar estos siste-
mas sin estudiar bien sus repercusio-
nes, incluso en la salud mental”. Y
concluye: “Espero que mucho antes
de 20 afios nos demos cuenta de que
lo estamos haciendo mal”.
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