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¢Nueva era o solo buena voluntad normativa?

Por Renzo Gandolfi Diaz
académico de Derecho de la
Universidad Andrés Bello.

n 2025, un grupo trans-

versal de senadores pre-

sento un proyecto de

ey que buscaobligar a

etiquetar, conclaridad y trazabi-

lidad, todo contenido generado

porinteligencia artificial (1A), in-

cluyendo imégenes, textos, au-
dios yvideos.

Lainiciativa, contenidaen el
Boletin 17.618 19, propone una
advertencia visible “Creado por
I1A”y lainclusion de metadatos o
marcas deaguaque identifiquen
el origen del contenido. El objeti-
vo: prevenir estafas, proteger la
integridad de las personas ante
deepfakes sexuales, y evitar la
manipulacién informativaen el
ecosistema digital.

La intencion es correcta. El
fenémeno de la desinformacion
artificial nosolo esreal, sino cre-
ciente. Basta ver como las voces
de personas reales son clonadas
para extorsiones, como se fabri-
can “videos intimos” sin consen-
timiento con rostros de mujeres
publicas o privadas, o como pro-
liferan falsificaciones de pruebas
en juicios. El problema esta cla-
ro. Pero como ocurre tantas ve-
ces en la legislacion chilena, las
buenas intenciones no bastan. El
desafio esconvertiresavoluntad
en regulacion eficaz, ejecutable
y técnicamente valida.

El proyecto enfrenta un pri-
mer dilema: ¢qué es exacta-
mente “contenido generado

porlIA”?¢Incluyesololo creado
de forma auténoma por un mo-
delo, o también las imagenes
editadas poruna IA que mejora
brillo o enfoca un retrato? Sin
esta definicion, la ley corre el
riesgo de ser o bien ineficaz
(porque no se sabra a quién exi-
girle), o bien excesiva (porque lo
abarcara todo, incluso usos legi-
timos y artisticos).

Luego esta el temade la eje-
cucion: ¢qué organismo fiscali-
za? ¢(Con qué herramientas?
¢Quién determina si un conteni-
do fue creado por IA? Hoy no
existe unaagencia técnica del Es-
tado con capacidad para revisar
millones de imagenes o videos
por dia. éC6mo se sanciona elin-

cumplimiento? (Como se garan-
tiza la aplicacion efectiva?

Sin una autoridad técnica,
un protocolo de deteccion auto-
matizada, y un régimen de san-
ciones escalonado, lanorma co-
rre el riesgo deserapenas unges-
to politico bien intencionado. Y
esono basta en tiemposdondela
IAya no es futuro, sino presente
invasivo.

Mientras Chile discute este
proyecto, otrasjurisdicciones ya
actian con contundencia. La
Unién Europea ha aprobado el
AlAct, que obliga alos generado-
res de contenido artificial a mar-
car sus producciones con traza-
bilidad técnica: marcas de agua
invisibles, firma criptograficay

almacenamiento de huellas digi-
tales. China exige desde 2024
que cada contenido creado por
1A en su territorio esté etiqueta-
do. Y enEE.UU., varios estados
sancionan penalmente el uso de
deepfakes politicos o sexuales.

Chile, con este proyecto, en-
traala conversacion, peroenun
rol atin incipiente. Si quiere estar
alaaltura, debe pasar del gesto
normativo a la solucion tecnol6-
gica efectiva.

L aley puede ser unaporte
real si considera al menos cinco
elementosclave, tales como una
definicion clara y operativa de
contenido generado por IA. Que
distingaentre creaciones totales,
asistidas y meramente retoca-

das, pbligacion paralas platafor-
masy desarrolladores de incluir
marcas deagua desde el origen.
Que el contenido venga trazado
de fabrica, asignacion de fiscali-
zaciona unaentidad competen-
te,comolafutura Agencia Nacio-
nal de IA o el Consejo para la
Transparencia, un sistema ciu-
dadano de denuncias rapidas,
para que los afectados puedan
reportar contenido fakso osineti-
quetar y unrégimen de sancio-
nes escalonado, que distingaen-
tre errores formales, usos mali-
ciososy delitos.
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