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4 DIA INTERNACIONAL DE LA PROTECCION DE DATOS PERSONALES

El ejecutivo afiade que “en
Chile, la I1A generativa representa
una oportunidad de aceleracion
equivalente al 12% del PIB, pero la
regulacién debe ser habilitante, no
solo restrictiva”.
El problema es que la capacidad

real de gobernar estos sistemas
todavia es baja. Segun cifras del
Cenia, “solo el 21% de las organi-
zaciones asigna la gobernanza de

IA a ciberseguridad o privacidad, y
apenas el 14% tiene roles dedicados
a gobernanza”. En paralelo, agrega

a expansion acelerada de la

inteligencia artificial (1A) esta

abriendo un nuevo frente de

ebate en empresas y usua-

rios: cuanto dato es legitimo usar,
para qué fines y bajo qué condicio-
nes. En la practica, la promesa de
productividad y eficiencia convive
con una creciente inquietud por la
privacidad, los sesgos algoritmicos y
la pérdida de control sobre informa-
cion sensible.

“El principal dilema es la tension
entre la proteccion de datos per-
sonales y la necesidad de grandes
volUmenes de informacion para
entrenar modelos que impulsen la
productividad”, plantea el director
ejecutivo del Centro Nacional de In-
teligencia Artificial (Cenia), Rodrigo
Duran.

Esa brecha entre ambicion tecno-
légica y control es la que empieza a
chocar con la nueva Ley de Protec-
cién de Datos Personales, cuya im-
plementacion total debe concretarse
en diciembre de este afio.

Entre la promesa de aumentar la eficiencia
en contextos empresariales y la creciente

presion regulatoria, expertos advierten que el

Duran, “los incidentes relacionados verdadero de§aflo no es usar mas datos, sino Dilemas asociados
con IA han crecido dréasticamente a gobernarlos sin Perder la confianza. Para el CEO de LeyDeDatos,
nivel global y la confianza piblica POR ANAIS PERSSON Rodrigo Zigante, “existe una friccion

esta cayendo”. técnica y legal evidente entre cémo
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operan muchos sistemas de IAy lo
que exige la norma"”. Uno de los
puntos criticos es la explicabilidad:
“El primer punto de tension es el
derecho a obtener una explicacion
frente a la opacidad de los modelos
de ‘caja negra’; garantizar explica-
bilidad en redes neuronales es un
desafio estadistico complejo”.

A eso se suma el derecho de las
personas a oponerse a decisiones

automatizadas. “Habilitar inter-
vencién humana cuando el titular
solicita cambiar flujos, eleva costos y
afecta directamente la rentabilidad”,
dice Zigante.

Ademas, hay un tercer choque:
"En una base de datos basta elimi-
nar el registro, pero en un modelo
de IA el entrenamiento transforma
informacion en parametros propios
del modelo. Borrar el dato fuente no

DIA INTERNACIONAL DE LA PROTECCION DE DATOS PERSONALES s

necesariamente borra la influencia
que tuvo en el ‘conocimiento’ del
modelo”.

El CEQ de Lemontech, Lautaro
Rodriguez, sostiene que “el principal
dilema ético hoy no es si la IA puede
automatizar procesos, sino bajo qué
condiciones se utilizan los datos
personales para hacerlo”.

En su diagndstico, los riesgos se
mueven en dos plancs. “Por un lado
estan los sesgos y las alucinaciones
del modelo, que se gestionan con
disefio responsable y supervision
humana. Pero el riesgo verdade-
ramente critico es la seguridad y
privacidad de los datos”, afirma. “El
mayor riesgo hoy no es que la IA se
equivoque, sino que los datos pier-
dan control. Y en el mundo legal, la
confianza no se negocia: se disefia,
se gobierna y se protege desde el
primer dia”, sostiene.

Segun el CTO de Soyio, Matias
Menich, “se trata de datos especial-
mente sensibles, que no pueden ser
reemplazados ni rotados en caso de
uso indebido”. El problema, explica,
es que “cuando estos datos alimen-
tan sistemas de IA, muchas veces
opacos incluso para las propias
organizaciones, se vuelve complejo
garantizar que se utilicen solo para
el fin informado y que las decisiones
automatizadas puedan ser explica-
das y auditadas”.

A eso se suma la reutilizacién para
fines secundarios y la transferencia
internacional de datos: “Sin una

1%

DE LAS EMPRESAS
ASIGNA LA
GOBERNANZA DE IA
A CIBERSEGURIDAD O
PRIVACIDAD, SEGUN EL
CENIA.

149%

DE LAS EMPRESAS TIENE
ROLES DEDICADOS
A GOBERNANZA DE
DATOS.

gobernanza clara, las organizaciones
quedan expuestas a riesgos regula-
torios, reputacionales y operativos
relevantes”, dice.

Desde la perspectiva de los
usuarios, el manejo sigue siendo
limitado. "Hoy el control que tienen
las personas sobre sus datos sigue
siendo mas formal que efectivo”,
dice Menich. “Existe una brecha
relevante entre el consentimiento
otorgado originalmente y el uso
efectivo de los datos”, agrega.

El ejecutivo menciona que
“muchas empresas alin no cuen-
tan con la infraestructura técnica
necesaria para mapear, controlar y
auditar el uso de datos personales
en entornos de IA. El desafio no es
solo normativo, sino de capacidades
reales para gobernar estos sistemas
en el dia a dia”.

El consenso entre los expertos
esta en que la respuesta no pasa
por frenar la innovacion, sino por
redisefiarla. ”La ética no es un
complemento de la tecnologia; es
parte esencial de su arquitectura”,
concluye Rodriguez.

“El mayor riesgo no es que la IA se
equivoque, sino que los datos pierdan
control. Y en el mundo legal, la confianza
no se negocia: se disefa, se gobiernay
se protege desde el primer dia} afirma el
CEO de Lemontech, Lautaro Rodriguez.
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