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['INo Definida

Impulsada desde el Centro Nacional de Inteligencia Artificial, estard disponible para la academia y empresas:

Lanzan Latam-GPT, la primera IA experta

en la region, creada y desarrollada desde Chile

Es un sistema conversacional
que conoce Latinoamérica, su
cultura e incluso modismos. Se
espera que ayude a crear
soluciones locales, en dmbitos
como educacién e innovacion.

JANINA MARCANO

C uando se habla de inteligencia

artificial, para muchas perso-
nas la referenciainmediata es
ChatGPT: una herramienta a la que
se le consulta de todo, desde datos
sobre problemas cotidianos hasta
dudas sobre temas complejos.

Aunque suele mostrar un amplio
conocimiento, gran parte de esa in-
formacién estd construida a partir
de datos de EE.UU. y Europa, lo que
puede derivar en errores o respues-
tas imprecisas cuando se le pregun-
ta por realidades latinoamericanas o
de otras partes del mundo.

Ese vacio es el que buscard llenar
Latam-GPT, el primer modelo de
lenguaje de IA experto en América
Latina que fue creado y desarrolla-
do desde Chile, con la colaboracién
de universidades e instituciones de
15 paises de la regién, como Brasil,
Colombia, Argentina y Panamd.

La herramienta, impulsada en
2023 desde el Centro Nacional de
Inteligencia Artificial (Cenia) y apo-
yada por el Ministerio de Ciencia
desde 2024, fue lanzada ayer en un
estudio de TVN repleto de investi-
gadores y cientificos de la regién
que participaron de su desarrollo.

“Es como ChatGPT, que le escri-
bes un prompt o una consulta, y res-
ponde en base a su conocimiento”,
explicé Alvaro Soto, director del Ce-
nia. “Y lo que lo hace especial es que
ese conocimiento es especializado
de Latinoamérica (...). Es como un
estudiante que ha tenido una sobre-
dosis, un concentrado de estudios
sobre las cosas que son relevantes
sobre y para laregién”, afiadié Soto.

A diferencia de otros modelos
creados principalmente con infor-
macién en inglés y sobre el hemisfe-
rio norte, Latam-GPT fue entrenado
especificamente con datos de Amé-
rica Latina, con el objetivo de enten-
der mejor la realidad local.

Asi, el sistema puede comprender
matices culturales, lingiifsticos y
contextos latinoamericanos.

]
Mas de 60 instituciones participaron en el desarrollo de Latam-GPT, creado con apoyo del Ministerio de Ciencia, el Banco de Desarrollo de América Latina y el Caribe (CAF),

Amazon Web Services (AWS) y el centro Data Observatory. En la foto, parte del equipo que colabord en su creacion junto al Presidente Gabriel Boric, ayer en el lanzamiento.

La IA va a revolucionar la

vida de la gente que queremos, de
nuestra ciudad, de nuestro pais...
Dejar que esa tecnologia la hagan
en otra parte del mundo no es
una opcion”.

El hito conté con la presencia del
Presidente Gabriel Boric, quien dijo
sentirse “orgulloso” de la plataforma.
“Gracias a Latam-GPT estamos posi-
cionando a la regién como un actor
activo y soberano en la economia del
futuro. Estamos en la mesa, no somos
el mentd”, sostuvo el mandatario.

Y ejemplificé que si se le pregunta
aChatGPT por el sitio de Calais, una
batalla que inici6 en 1346 entre In-
glaterra y Francia, “tiene una infor-
macién muy desarrollada”.

“Pero si le preguntas por el sitio
de Chilldn, que fue una de las bata-
llas mds importantes en la guerra de
la independencia chilena, tiene mu-
cho menos informacién”, asegurd.

ALVARO SOTO
DIRECTOR DEL CENIA

Segtn estimaciones basadas en
repositorios como Common Crawl,
los datos en espafiol o portugués re-
presentan apenas entre el 2% y el
4% del total usado para entrenar
modelos de lenguaje a nivel global.

En el caso de Latam-GPT se reu-
nieron mds de ocho terabytes de in-
formacién, equivalentes a millones
delibros. Y se utilizé informacién de
bibliotecas, universidades y centros
de investigacion regionales.

Aunque se espera que a futuro
pueda ser utilizado por ptiblico masi-
vo —algo que no es posible por ahora
debido a que se requiere una gran
cantidad de servidores potentes—,
hoy el sistema estd dirigido al mundo

académico y empresarial y estard dis-
ponible en las préximas semanas.

No se pretende que el modelo
compita con otros sistemas simila-
res. Segun sus desarrolladores, el
objetivo es que sirva para crear he-
rramientas adaptadas a necesidades
locales, en dmbitos estratégicos co-
mo educacién, gestién ptiblica e in-
novacién productiva, como solucio-
nes digitales para “hospitales con
problemas logisticos o de uso de re-
cursos médicos”, explicé Soto.

En esa linea, “se espera que star-
tups, empresas locales y gobiernos
desarrollen soluciones sobre una
base segura y representativa”, indi-
caron desde el Gobierno.

Jergas y sesgos

La compaiifa chilena Digevo, que
usa [A en sus servicios digitales, es-
pera utilizar la herramienta, por
ejemplo, en robots conversacionales
de servicio al cliente para aerolineas
y otras empresas.

“Si una persona necesita cambiar
un pasaje, por ejemplo, es ideal que
el sistema comprenda la realidad la-
tinoamericana, desde el clima, las

zonas, la forma de hablar de las per-
sonas y de reaccionar de los usua-
rios”, explica Roberto Musso, direc-
tor de la compaiifa, quien destaca
que el sistema permite reconocer
“jergas, modismos y hasta la veloci-
dad de hablar” y evitar “problemas
de sesgos” que pueden generarse en
otros modelos de IA.

Autoridades y representantes del
ecosistema tecnoldgico enfatizaron
ayer que Latam-GPT posiciona a
Chile y a la regién no solo como
usuarios de la IA, sino como un ac-
tor importante de su creacién.

“Es una prueba concreta de que
en América Latina podemos ser
protagonistas del desarrollo tecno-
16gico global”, sefialé Rodrigo Roa,
director ejecutivo de Data Observa-
tory. Latam-GPT se desarrolld en la
nube de Amazon Web Services, pe-
ro en el futuro serd entrenada en un
supercomputador que se instalard
enla U. de Tarapacd y que costd casi
5 millones de ddlares.

En esta etapa, la informacién del
modelo estd principalmente en es-
pafiol y portugués, aunque el objeti-
vo es incorporar también conteni-
dos en lenguas indigenas.
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