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Investigacién de la U. de Oxford:

Estudio advierte sobre los riesgos
de usar A para consejos médicos

Quienes la utilizan para decidir la gravedad de una afeccién no toman mejores
decisiones que quienes recurren a internet o confian en su propio juicio, concluye.

M. CORDANO Y EFE

Los modelos de lenguaje de
gran tamafio (LLM) basados en
inteligencia artificial (IA) supo-
nen un riesgo para quienes bus-
can asesoramiento en temas de
salud, porque tienden a dar in-
formacién inexacta e inconsis-
tente, concluye un estudio del
Oxford Internet Institute publi-
cado en Nature Medicine.

En el dltimo tiempo, diversos
proveedores de salud a nivel
mundial han propuesto los
LLM como potenciales herra-
mientas para realizar evalua-
ciones de salud preliminares y
gestionar afecciones antes de
acudir a un médico. Para testar
esta capacidad, los autores eva-
luaron si estos podfan ayudar a
los ciudadanos a identificar con
precisién problemas como un
resfriado, anemia o célculos bi-
liares, y a decidir si debfan ir a

Tiraje:

Estudio advierte sobre los riesgos de usar IA para consejos médicos

FREEPIK / CREATIVE COMMONS

Los hallaz-
gos resaltan
la dificultad
de construir
sistemas que
apoyen a las
personas "en
areas sensi-
blesy de alto
riesgo como la
salud", dijo la
investigadora
Rebecca
Payne.

su médico o a un hospital.

El ensayo sumé casi 1.300
participantes: mientras un gru-
po usé un LLM para asistir sus
decisiones, otro utilizé fuentes
de informacién tradicionales,
como consultar en internet o
confiar en su propio juicio.

El estudio revel6 que quienes
usaron la IA no tomaron mejo-
res decisiones que el resto.

Tras repasar las interacciones
entre humanos y LLM, el equi-
po descubrié fallos importantes
en la comunicacién en ambas
direcciones: amenudo los parti-
cipantes daban poca informa-
cién o entregaban datos incom-
pletos al modelo. A su vez, los
LLM generaban informacién
engafiosa o errénea, con reco-
mendaciones que mezclaban
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consejos buenos y malos.

Asf, se concluy6 que los chat-
bots de IA actuales no estdn lis-
tos para ser implementados en
la atencién directa al paciente.

“Lo que hacen es producir in-
formacidn, pero no tienen la ca-
pacidad de necesariamente eva-
luar la validez de las fuentes”,
advierte Cynthia Zavala, direc-
tora de la Escuela de Medicina
de la U. Andrés Bello.

“La preocupacién por temas
de salud habitualmente surge
de una manifestacién fisica o
psiquica real. Si esta ya despier-
ta la suficiente inquietud como
para consultar, lo mejor es ha-
cerlo conalguien que vaa poder
evaluar de manera integral, que
va a poder contrapreguntar las
cosas relevantes para hacer di-
ferencias diagndsticas. En una
conversacién con un LLM pue-
de haber preguntas, pero el sis-
tema no te examina”, agrega.
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